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Abstract

A new reverse Monte Carlo (RMC) method for
modelling both lattice and magnetic disorder in powder
crystalline materials by direct calculation of the
structure factor has been developed. The method, the
program and the basic theory are described in some
detail. Initial results from modelling the lattice and
magnetic structure of MnO around the NeÂel tempera-
ture are also presented.

1. Introduction

For more than 30 years now, the technique of Rietveld
re®nement has been a valuable tool for modelling the
structure of different crystalline systems, based on ®tting
of powder diffraction data. Recently, modi®cations of
the original ideas have been implemented to allow
studies of various systems with increasing disorder.
However, one fundamental problem with these tech-
niques is that they mostly concentrate on the Bragg
scattering, corresponding to the part of the structure
that is still ordered (on a long-range scale) whereas the
(local) disorder, which is more directly manifested in the
diffuse scattering, is not considered.

On the other hand, RMC modelling techniques have
for ten years been used successfully to model the
structures of very disordered systems, such as liquids and
amorphous materials. These methods, which naturally
include diffuse scattering, have been developed for
treating less-disordered materials but have so far mainly
relied on calculating (C) the model scattering via the
radial distribution function, gC(r), and then Fourier
transforming to compare with the experimental (E)
structure factor, AE(Q). If used for studies of materials
with long-range order, the transform can induce trun-
cation errors; furthermore, it is not always possible to
include the instrumental resolution.

A number of ways of overcoming these problems
have been suggested. If the system is suf®ciently disor-

dered and the experimental Q range is suf®ciently large
so that all oscillations in the structure factor have died
out at the largest Q measured, then AE(Q) can be
transformed directly to gE(r) without truncation errors
and compared with gC(r) (Keen et al., 1990). However,
this procedure is not applicable when there are still
oscillations at the maximum experimental Q. The
limited Q range and the neglect of the Q variation of the
resolution leads to a loss of real-space resolution. If
instead we directly transform the model gC(r) to AC(Q),
for comparison with AE(Q), we will have truncation
errors due to the (®nite) size of the RMC model. The
radial distribution function, gC

L�r�, of such a model (box
length L) is a section of the `complete' radial distribu-
tion function gC(r), multiplied by a step function mL(r).
AC

L�Q� is then the convolution of the `true' structure
factor AC(Q) and the transform of mL(r), i.e. mL(Q). If
the experimental structure factor AE(Q) is similarly
convoluted with mL(Q) to give AE

L�Q�, then it can be
compared directly with AC

L�Q�. While the shape of the
structure factor has been modi®ed by the convolution,
all the intensity information is maintained, so a quanti-
tative comparison of experiment and simulation can be
made (Nield et al., 1992). The problem with this method
is that the convolution redistributes errors as well as
`real' data, with an unknown effect. Also, it does not
take the resolution into consideration. Another way to
avoid the truncation errors is to calculate gE(r) from
AE(Q) using an inverse method, MCGR (Soper, 1990;
McGreevy, 1994; Pusztai & McGreevy, 1997), because
gE(r) can be generated out to any desired r value, hence
avoiding truncation. The resolution could in principle be
included in the calculation. However, as the Q resolu-
tion improves, the required r range also increases
(rmax>2�=�Q, where �Q is the minimum Bragg peak
width). This situation would then require an enormous
array of Q � r points, of the order of 107 even for
medium-resolution powder data, and computer memory
becomes a limiting factor (Pusztai & McGreevy, 1997).

All of the above transform methods rely, in a general
sense, on `low resolution' to work and so information is
lost. This is not a particular problem for some systems,
for example certain fast ion conductors at high
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temperatures which show few Bragg peaks and much
diffuse scattering but, when investigating more ordered
systems where Bragg scattering dominates and diffuse
scattering is weak, the transform methods are not
entirely satisfactory. Instead, a direct calculation of the
scattering from the atomic con®guration model would
be preferred. By choosing the model to be a supercell of
the unit cell, both Bragg and diffuse scattering can be
calculated in a direct way that avoids truncation errors
and includes resolution (Montfrooij et al., 1996). This
method is also the basis of RMC modelling of single-
crystal diffraction data (Nield et al., 1995; Beverley &
Nield, 1997; Proffen & Welberry, 1998). The main
disadvantage is that the computer time required per
atom move is very large in comparison to that needed
for the transform methods.

RMC transform methods have also been used with
good results for modelling magnetic structure in amor-
phous materials (Keen et al., 1995). The present work
deals with the possibility of modelling magnetic struc-
ture based on powder diffraction data. For these ma-
terials, the isotropic spin correlation functions used for
amorphous materials are not applicable. We have
therefore developed the direct calculation method to
include magnetic scattering. Since this increases
computer time even more, we have also optimized the
basic algorithms.

The report is organized in the following way. First, we
discuss the basic expressions for powder diffraction (xx2
and 3). These are included since we calculate the scat-
tering on an absolute scale using theoretical expressions
with no arbitrary scaling factors and such expressions
are not often given in books or papers. Then we discuss
the details of the ideas that are used in the RMC powder
program (x4). Finally (x5), we present the ®rst results of
using such a direct calculation to simultaneously ®t the
diffuse and Bragg scattering of both nuclear and
magnetic origin as observed in MnO around the NeÂel
temperature.

2. Powder Bragg diffraction

The differential nuclear coherent scattering cross
section per atom of a perfect, rigid and in®nite single-
crystal (cr) containing N atoms per unit cell is (Lovesey,
1984)

d�cr=d
 � �8�3=NVcr�
P
scr

jFN�Q�j2��Qÿ scr�; �1�

where the sum over scr runs over all allowed vectors of
the reciprocal unit cell and Vcr is the volume of the
crystal unit cell. � is the Dirac delta function. The lattice
structure factor FN(Q) is de®ned as a sum over all N
atoms in one unit cell by

FN�Q� �
PN
j�1

bj exp�iQ � Rj�; �2�

where bj is the coherent scattering amplitude of atom j
and Rj is its position relative to the origin of the unit cell.
To allow for atomic (e.g. thermal) displacements, we
should extend the summation to all atoms in space. If the
displacements are harmonic about equilibrium posi-
tions, this procedure leads to the introduction of the
familiar Debye±Waller factors in the original expression
(2).

For a powder sample, the expression (1) has to be
integrated over all orientations of scr. To do this we ®rst
note that, for any function f �Q � Rj�,R

f �Q � Rj���Qÿ s� d
s �
R

f �s � Rj���Qÿ s� d
s; �3�

where d
s � sin �s d�s d's. Since the relative orienta-
tion of the real and reciprocal lattice is maintained, s � Rj

is independent of the integral andR
f �s � Rj���Qÿ s� d
s � f �s � Rj�

R
��Qÿ s� d
s

� f �s � Rj� ��Qÿ ��=�2; �4�
where the last equality is obtained by the variable
transformation

��; ��; '�� ! ��x; �y; �z�
� �� sin �� cos '�; � sin �� sin '�; � cos ���: �5�

Thus, for the powder (pow) cross section

d�pow=d
 � �1=4�� R �d�cr=d
� d
s

� �2�2=NVcr�
P
scr

jFN�scr�j2 ��Qÿ �cr�=�2
cr: �6�

In real experiments, the delta function is of course
replaced by the instrument resolution function.

For magnetic scattering, we have instead the single-
crystal cross section (Lovesey, 1984)

d�cr
M=d
 � �r2

0�2��3=NVcr�
P
scr

jFM�Q�j2��Qÿ scr�; �7�

where r0 � ne2=�4�"0mec2� � ÿ5:391 fm is the product
of the neutron gyromagnetic ratio and the classical
electron radius. The magnetic structure factor is given by

jFM�Q�j2 �
���P

j

1
2 gjhSjif m

j �Q� exp�iQ � Rj�

� �bQ� ÿblj � bQ�����2: �8�

Here, gj, Sj and f m
j �Q� are the LandeÂ factor, total spin

and magnetic form factor, respectively, of spin j.
De®ning an effective moment as pj � gjhSji and using
the vector identity



A. MELLERGAÊ RD AND R. L. MCGREEVY 785�bQ� ÿbli � bQ�� � �bQ� ÿblj � bQ��
�bli �blj ÿ

ÿbQ �bli

�ÿbQ �blj

�
; �9�

we have

jFM�Q�j2 �
P

��x;y;z

���P
j

blj�� pj f m
j �Q�=2� exp�iQ � Rj�

���2
ÿ
���P

j

ÿbQ �blj

�� pj f m
j �Q�=2� exp�iQ � Rj�

���2:
�10�

If there is only one type of spin, then pj � p and
f m

j �Q� � f m�Q�. Introducing

FM��Q� �
P

j

blj� exp�iQ � Rj�; � � x; y; z;

FMQ�Q� �
P

j

ÿbQ �blj

�
exp�iQ � Rj�;

�11�

we can now write the magnetic structure factor as

jFM�Q�j2 � jpf m�Q�=2j2
h P
��x;y;z

jFM��Q�j2 ÿ jFMQ�Q�j2
i
:

�12�
Integrating over all orientations of s, we ®nally obtain

d�pow
M =d
 � �2�2=NVcr��r0 p=2�2 P

scr

jf m�scr�j2

� ���Qÿ �cr�=�2
cr�

�
h P
��x;y;z

jFM��scr�j2 ÿ jFMQ�scr�j2
i
: �13�

3. Diffuse scattering

So far we have derived the expressions for the elastic
Bragg scattering of a powder sample. Consider now a
model consisting of Na � Nb � Nc crystal unit cells, i.e. a
supercell (sc) of the crystal unit cell, with periodic
boundary conditions. The scattering from such a model
would be described by the reciprocal-lattice vectors of
the supercell, ssc, substituted into the expressions (6)
and (13) above. With all atoms at equilibrium crystal
positions, scattering will only be observed at the Bragg
peaks of the crystal unit cell, scr, which are a subset of
ssc. When disorder is introduced into the model, by
atomic displacements and spin rotations, intensity will
start to build up in other peaks as well. These peaks are
effectively the diffuse scattering of the (now disordered)
model crystal. In the limit of in®nitely large models, the
periodic boundary conditions will become irrelevant and
the model scattering will approach that of a real sample
including diffuse features. For a ®nite model, we must, in
practice, make some approximations so that the `addi-
tional' Bragg peaks from the supercell (i.e. those that are
not peaks of the crystal unit cell) can be used to

represent the diffuse scattering. The methods used will
be explained in detail below.

4. The powder RMC technique

The supercell approach to calculate diffuse scattering
corresponds to a partition of reciprocal space into equal
size cells around each ssc. Each cell contributes one term
(peak) in the scattering cross section. To improve the
ability of a ®nite model to reproduce the experimentally
observed diffuse scattering, we can average the intensity
of each peak over the reciprocal volume of the cell it
occupies. This procedure can be performed in one
dimension (for powder data) by smoothing the intensity
of each diffuse peak over the equivalent linear Q
extension of the cell. Furthermore, the total number of
diffuse peaks that have to be calculated can be greatly
reduced by grouping neighbouring cells together and
then calculating the average contribution of this volume.

The volume in reciprocal space of one allowed ssc is
V�sc � 8�3=Vsc, where the volume of the supercell is
Vsc � NaNbNcVcr. If the maximum Q measured in the
experiment is Qmax, then the number of supercell peaks
with Q<Qmax is

Ns�Qmax� �
4�Q3

max=3

8�3=Vsc

� VscQ3
max

6�2
: �14�

A typical model con®guration might consist of 8000
atoms with an atomic density of 0.08 AÊ ÿ3, so that
Vsc ' 105 AÊ 3 (i.e. the linear dimension is �50 AÊ ). On
reactor-based diffractometers, Qmax ' 10 AÊ ÿ1, giving
Ns ' 2� 106. If inversion symmetry of the reciprocal
lattice is applicable (as is usually the case), then we only
have to calculate peaks in one half of the reciprocal
space. Ns is then reduced by a factor of 2, but it is still too
large for practical computing.

Assuming that the intensity from neighbouring ssc

vectors in the diffuse part varies smoothly, we can
average over e.g. 2� 2� 2 ssc cells using only the
central peak in this volume, with the intensity multiplied
by eight. This reduces the total number of diffuse peaks
by a factor of eight, but we will have a very low density
of peaks (in a linear sense) at low Q. To avoid this, we
note that for low Q the accumulated number of ssc

vectors is (relatively) small since Ns ' Q3. Thus we can
keep all peaks at low Q by dividing the reciprocal space
in two regions, as illustrated in Fig. 1. Dashed lines show
the partition of reciprocal space. Bragg peaks, scr, are
marked by dots. In the inner part, we use all diffuse
peaks whereas, in the outer part, we only use each eighth
as described above. Note that both the inner and the
outer region will contribute to the intensity for
Q1 <Q<Q2. Using Q1 � 3 AÊ ÿ1 for the typical model
above, there are now only 1:5� 105 peaks to be calcu-
lated (including also inversion-symmetry reduction).
This is now computationally practical.
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The split of the Q region has to be made with some
care. Firstly, there are a small number of special cases at
the interface which are accounted for in the program but
are not discussed here. Secondly, the volume around the
Bragg peaks in the high-Q region must be treated
separately, as shown in Fig. 2(a). Open circles represent
the allowed ssc values of the supercell. Here
Na � Nb � 6 and so Bragg peaks correspond to the
®lled circles. Dashed lines denote the 2� 2 cells which
are centred at multiples of two in each ssc index. Since
the central peaks indicated by ®lled circles are used for
the 1� 1 cells of Bragg peaks, we cannot use them for
the surrounding diffuse-cell average. With no further
corrections, we would therefore lose diffuse intensity
corresponding to the shaded area. In three dimensions,
there will be in total �2ÿ3NaNbNc ÿ 1� � �23 ÿ 1�
missing diffuse peaks, so this can give a considerable loss
of calculated intensity.

In the current version of the code, we instead displace
the averaging regions by one index unit in each direc-
tion, as in Fig. 2(b), so that we obtain an overlap of
Bragg and diffuse cells in the dotted regions. Then we
have only one extra diffuse peak per Bragg peak. Note
that these partitions restrict the supercell to be an even
number of crystal unit cells in each direction. Variations
of the 2� 2� 2 scheme might be used if other multiples
of unit cells are preferred (e.g. in the case of some
particular tendency for the formation of a magnetic
supercell). In principle, the contribution from the
neighbouring diffuse cells could be subtracted from the
corresponding Bragg cells. However, this is computa-
tionally relatively expensive, since it involves `special
cases', and so has not been included.

The ®rst step in smoothing the diffuse intensities is to
group them into the appropriate Q bins of the experi-
mental data. Owing to the sampling at discrete Q
vectors, the diffuse scattering appears rather wavy at this
stage. Since we are assuming that diffuse intensities vary

smoothly in between supercell reciprocal vectors, we can
then smear out the scattering using an averaging algor-
ithm. Originally, we applied a simple moving-average
procedure but later we found that the cubic smoothing
algorithm proposed by Savitzky & Golay (1964) was
better suited for this operation. A natural choice for the
length scale of the smoothing interval is then the
approximate distance between neighbouring crystal
Bragg peaks, given by �Q � �V�cr�1=3. In the MnO study
reported below, this length was found to give good
results, but more complicated systems might need
shorter smoothing intervals. It should be pointed out
that with the linear-smoothing approach we neglect the
possible variation of �Q with respect to the three lattice

Fig. 2. Sections of a 6� 6 supercell reciprocal lattice. Open circles
correspond to supercell peaks, ssc. Filled circles corrrespond to
Bragg peaks, scr. Dashed lines show the partition into 1� 1 cells for
the Bragg peaks and 2� 2 cells for averaging the diffuse scattering
using the central peak of each such cell, as described in the text. (a)
Diffuse cells are centred at multiples of two in each s index. Shaded
areas represent regions not covered by Bragg or diffuse cells. (b)
Diffuse cells are displaced one unit in each s index. Here Bragg and
diffuse cells overlap in the shaded areas.

Fig. 1. Half-plane of a two-dimensional reciprocal lattice showing the
partition of cells in reciprocal space at low and high Q.
Na � Nb � 4, Filled circles correspond to Bragg peaks. If |sa| and
|sb| are both less than Q1, all diffuse peaks, which are at the centres
of the 1� 1 dashed cells, are used. If either |sa| or |sb| is greater than
Q1, the central diffuse peaks of the 2� 2 cells are averaged over the
2� 2 dashed cells. Q2 denotes the maximum linear Q value for
which the inner region contributes to the scattered intensity.
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directions. If we use models with similar sizes in all
directions, by choosing appropriate values of Na, Nb and
Nc, then the supercell reciprocal lattice becomes
approximately cubic and this effect is of minor impor-
tance.

In standard RMC and MCGR methods, the pair
distribution function is used for intermediate results. In
the program RMCPOW, the basic units to store and
update after each atom/spin move are obviously the
lattice and magnetic scattering amplitude sums given by
equations (2) and (11), for each ssc. As can be seen from
(11), there are actually four magnetic sums, namely FM�

,
with � � x; y; z, and FMQ. From these the total struc-
ture factor can be calculated using (6) and (13).
Updating these sums after an atom move or a spin
rotation only involves the change for one atom/spin (for
each ssc), whereas initially the sums have to be calcu-
lated for all atoms/spins in the con®guration.

Finally, the resolution is easily applied by ®rst calcu-
lating the intensities from the amplitude sums of (2) and
(11) for each ssc and then convoluting them with the
resolution function. This is just a normalized distribution
which could be any of the standard powder line shapes.
In the present work, a simple Gaussian distribution was
used. Since lattice and resolution parameters are kept
®xed, the resolution function needs to be calculated only
at the beginning of the program. This should, in prin-
ciple, be performed for each ssc, but to save computer
time and memory only the Bragg peak shapes are
calculated individually. Because of its broad character,
the diffuse intensity can be convoluted after summing
regions and smoothing, and so only needs the resolution
as a function of Q for each experimental Q bin.

The ideas described above have been implemented in
the program RMCPOW, which can model the lattice
and/or magnetic structure (at present only one type of
magnetic species) of a crystal based on ®tting to powder
diffraction data, including both Bragg and diffuse scat-
tering. It should be emphasized that the data must
be absolutely normalized and properly corrected for
all background scattering, etc. (this is rarely ever
performed). The current version needs the lattice
parameters of the crystal cell and the resolution par-
ameters as input, so initial Rietveld re®nement of the
Bragg scattering is required. The effective moment p is
®xed, but may be adjustable in the future. The compiled
version of the code, which can deal with up to 106 peaks,
uses 10 Mbyte of RAM memory on a DEC Alpha
computer. For a model the size of that used for MnO, as
described below, the average calculation time for one
move is ~2 s with magnetic scattering included. Without
magnetic scattering, the time is ~0.5 s. With a sensible
starting con®guration (complementary programs to set
up ordered or partially disordered con®gurations of
various symmetries are available), we have found that
about 50 000 moves seem to be needed for convergence;
thus the total computing time is below 24 h.

5. Application to neutron scattering from MnO

To test the RMCPOW program, we have measured
A�Q� � d�pow=d
 for MnO at a number of tempera-
tures between 15 and 1100 K, using the SLAD
diffractometer at the Studsvik Neutron Research
Laboratory. Herein, only a preliminary study of the 15
and 200 K data sets is discussed. This `simple' magnetic
system, having a large effective spin number, offers the
possibility of studying the development of magnetic
diffuse scattering around the NeÂel temperature,
TN � 120 K, as can be seen in Fig. 3. The crystal struc-
ture is similar to that of rock salt but has a small
rhombohedral distortion below and just above TN. Mn
spins order in ferromagnetic sheets parallel to (111) with
alternating direction of magnetization of consecutive
sheets (Roth, 1958).

The lattice parameters and Debye±Waller factors
were obtained by Rietveld re®nement using the corre-
sponding hexagonal unit cell needed to describe the
enlarged magnetic crystal cell. For convenience, this was
also used in the RMC model. The initial models,
consisting of 6� 6� 4 such cells (6912 atoms and 3456
spins), were produced by applying Gaussian-distributed
random displacements, given by the Rietveld-re®ned
thermal factors, to the equilibrium lattice at the appro-
priate temperature. Starting from completely ordered
spin con®gurations, magnetic disorder was initially
introduced by random rotations of all spins within a
given maximum angle (30� for 15 K and 80� for 200 K
data). This was estimated on the basis of the expected
spin disorder as observed by Rietveld re®nement. For
both temperatures, the diffraction patterns of the initial
models turned out to be inconsistent with the experi-
mental data, giving approximately correct reduction of
Bragg scattering intensity but only paramagnetic diffuse
scattering. In fact, it is clear, since there are peaks in the
experimental diffuse scattering at nonzero Q, that the

Fig. 3. A(Q) for MnO at, in ascending order, 15, 100, 120, 130, 150 and
200 K. Each data set is offset vertically by one unit for clarity.
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magnetic disorder is not due to simple uncorrelated spin
rotations. Even at 15 K there is still signi®cant magnetic
diffuse scattering, so the system is not completely
ordered. The model scattering was calculated using
low- and high-Q regions as described above, with
Q1 � 2:5 AÊ ÿ1. Both temperatures were modelled using
some 50 000 accepted atom moves and 30 000 spin
rotations, after which no further improvement in the ®t
was found.

The 200 K data show good agreement of the experi-
mental and calculated scattering both for the Bragg and
diffuse scattering (Figs. 4a and 4b). For the 15 K data,
there is good agreement in the Bragg scattering but the
diffuse scattering is not ®tted so well at low Q (Figs. 4c
and 4d). This can be understood by examining the width,
�L, of the approximately Lorentzian diffuse line at
Q ' 1:2 AÊ ÿ1. �L ' 0:1 AÊ ÿ1, which implies that the
spin disorder has a mean correlation length of

2�=�L ' 60 AÊ . This is larger than the model and
therefore cannot be ®tted perfectly. At 200 K, we
instead have �L ' 0:5 AÊ ÿ1, i.e. a correlation length of
�13 AÊ , well below the model size.

In order to visualize further the possibilities of the
powder RMC method, we show in Fig. 5 a projection of
the magnetic structure within the ®tted con®gurations.
Here the projected x axis, equivalent to the cubic [0�11]
direction, is one of the principal axes of the con®gura-
tion supercell. Long-range antiferromagnetic ordering is
clearly visible at 15 K with consecutive (111) planes,
perpendicular to the z axis, having alternate average
magnetization. At 200 K, one can only recognize the
lattice of atomic positions and the spins appear to be
randomly oriented. Further investigation shows, how-
ever, that the ®tted con®gurations have de®nite spin
correlations even above 200 K. A detailed analysis and
interpretation of the resulting model con®gurations, at

Fig. 4. Results of powder RMC modelling for MnO at (a), (b) 200 K and (c), (d) 15 K. Experimental A(Q) (solid line), RMC total A(Q) (dashed
line) with magnetic diffuse scattering (dots) and lattice diffuse scattering (short dashes); the latter two are offset by ÿ0.1 for clarity.
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all the temperatures measured, has been presented
elsewhere (MellergaÊrd et al., 1998).

6. Conclusions

We have described the modi®cation of the direct-
calculation RMC method to allow simultaneous
modelling of both lattice and magnetic disorder in
powder crystalline materials. The important feature of
the method, compared with standard re®nement tech-
niques, is that diffuse scattering is included. All four
contributions to the scattering, that is lattice Bragg and
diffuse scattering and magnetic Bragg and diffuse scat-
tering, are calculated from a single model, so it must be
self-consistent. The scattering is calculated directly,
including resolution, taking full advantage of the peri-
odic boundary conditions and avoiding the truncation
problems experienced with RMC transform methods.
However, since the con®guration is ®nite, we cannot
reproduce any local correlations that occur on a length-
scale longer than its smallest dimension. Diffuse features

obviously have to be broader than the average distance
between supercell reciprocal vectors in order to obtain
the correct shape. The method will therefore run into
problems at temperatures very close to long-range-
ordering transitions, but it will still be possible to
examine trends at the approach to such transitions.

The method has been shown to work successfully, as
applied to MnO. The model Bragg intensity decreases
properly with increasing disorder and at the same time
the intensity is transferred into diffuse scattering, in
good agreement with the experimental data. The scat-
tering due to spin ¯uctuations around the NeÂel
temperature is in fact ®tted rather well, despite the fact
that the model is of ®nite size. In studies of more
complex transition-metal oxides, like giant magneto-
resistance manganites and high-Tc superconductors, it
is often a problem to isolate diffuse lattice features
because of the presence of diffuse magnetic scattering,
or vice versa. With the method described in this paper, it
should be possible to extract self-consistent information
from such systems. There are also, of course, many
possible applications in studies of nonmagnetic systems.

This work was supported by the Swedish Natural
Sciences Research Council.
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Fig. 5. Projections of the RMC spin distribution for MnO at 200 K
(top) and 15 K (bottom) along the x axis of the con®guration. This is
the equivalent to the (0�11) plane of the cubic unit cell and the z axis
is equivalent to [111]. Spin colours are chosen on a scale ranging
from blue to red proportional to the value of the spin component
along the cubic [1�10] direction, which projects onto the y axis and is
the approximate average magnetization axis of the con®guration at
15 K.


